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How to tame complexity?

Can we learn from the world around us?




How to get All India Rank 1 in JEE?




How did we humans build this?




We could build these too!
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How to tame complexity?

Can we learn from the world around us?




Taming Complexity
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Taming Complexity

Key Principles

2. Abstraction




Models

* A model is a representation of an idea, an object, a
process or even a system

e Used as tools to understand (define, quantify,
visualize, ...) the real world.




Decision Tree Model

Data Set Decision Tree
Age Car Type R-|sk Age @25
23 Family High
17 Sports High O/
43 Sports High Car Type (in) {sports}
68 Family Low High
32 Truck Low
20 Family High

High L
Question: What is the risk (high or '9 ow

low) if age is below 25?




Magic of Models

A Bag of Words Model for Search Engines

11



Search Engines

Information Need

about ...

Let us learn more
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Simple Retrieval Problem
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* A collection with 5 documents having the following
contents
e d1: lIT Madras
e d2: lIT Delhi
e d3: lIT Kanpur
e d4: IIT Goa
e d5: [IT Bombay

* Query is
* |IT Madras

* Which document will you match and why?




The Problem: How to Build a
Retrieval System?
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Query = “IIT Madras”
' Retrieval

System

d,:“lIT Madras”
d,:“IIT Delhi”

Large Collection

_
Results = ??




One (bad) Approach
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e First match the term IIT.
e Filter out documents that contain this term.

* Next match the term Madras.
e Filter out documents that contain this term.

Multiple iterations!

Quiz: Can we do better?




A Better Approach
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Revisiting
Vectors




Vectors
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* Geometric entity which has magnitude and direction

* If (x,y) is our vector of interest, this figure shows A
vector = (1,1).




How is (2,3) Different?

Y 31 (2,3)
Yy (1,1) /
1‘/
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Whatis (1,1,1) ?
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Remember!
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A number is just a mathematical object. We

give meaning to it!




Sentences are Vectors
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* “Chennai City” as a vector

City

_—
Chennai City

[EY

|

| >
1 Chennai




Sentences are Vectors
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e “Great Chennai City” is a 3-dimensional vector
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Sentences are Vectors

* On this 3D space, “Great City” vector will lie on the
x (City) and z (Great) plane. “Great City” is (1,0,1).
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Natural Language Phrases as
Vectors

Let query g = “IIT Delhi”.
Let document, d, = “lIT Madras” and d, = “lIT Delhi”.
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q 1 0
d, 0 1
d, 1

q=(1,1,0), d,=(1,0,1) and d, = (1,1,0)




Quiz

* Considering the following vectors:

q 1 0
d, 1
d, 1

 What is the Natural Language (NL) equivalent of
(0,1,1,0) ?

 What is the NL equivalent of (1,0,0,1) ?
 What is the vector for Delhi?
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Similarity Score
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e D1 = “Chennai”
e D2 = “Delhi”

* Quiz
* What is the angle between D1 and D2 vectors?
* Onascaleof 0—1, how similar are D1 and D2?




0—90to1-0: How?
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sin@ 0 5 7 =5 1
V3 2 1
cos 6 1 =y 7 z 0
tan @ 0 -‘,% 1 V3  Not defined




Back to Trigonometry: Dot
Product

* If x and y are non-unit vectors, what is the cosine of
angle between them (cos ©)?

a-b = |a] |[b[| cos(6)

a.b
llal| [1b]]

Cosine Similarity = cos(0) =




Matching Documents to Queries
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 Document as a vector of term-
occurrence

dj = (le yWoji ) e an)

* Query as a vector of term-
occurrence

q = Wiy, Wy, ... wMq)

e Similarity between these vectors can /

be represented as
d;.q
;1| lql]

Cosine Similarity = cos(0) =




Example
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Let query g = “BITS Pilani”.
Let document, d; = “BITS Pilani Goa Campus” and d, = “llIT Delhi”.

q 1 1 0 0
d, 1 1
d, 0 0 0 0

In our VSM, q = (1,1,0,0,0,0), d,=(1,1,1,1,0,0) and d, =(0,0,0,0,1,1)

T, . d.q 1.1+1.1 _
similarity(d, q) = il - Ve Vit 0.71.

d,.q
= 0.
lla,l] lql|

similarity(d, q) =




Which of the Following are Sets?

° {1I 2) 3) 4) 5) 6) 5) 7I ) ) 10) 11)
° {AI BI CI DI EI FI GI HI |I |I ‘ll
 {apple, banana, orange

, 13}
4 MI NI O}
apple, ba

na, orange}



Bag

«{1,2,3,4,5,6,5,7,8,9,10, 11, 12, 13}
° {Al BI CI DI EI FI GI HI |I |I JI Kl LI MI NI O}
* {apple, banana, orange, apple, banana, orange}




Set of Words Representation

* “IIIT Sri City” > {IIT, Sri, City)
o “|IIT Sri City, Sri City” = {llIT, Sri, City}

!

q 1 1 1

Leads to same term-document matrix




Bag of Words Representation

* “IIT Sri City” - {IlIT, Sri, City}
* “IIIT Sri City, Sri City” - [IIT, Sri, Sri, City, City}

d

T Sri City [T Sri City, Sri City

q 1 1 1 q 1 2 2

Leads to different term-document matrix




Which Document to Retrieve?
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Query, g = “cheap CDs

cheap DVDs extremely Retrieval

cheap CDs” ™0 d,: “CDs cheap software

=
c
3
5
Model et ) cheap CDs )
@] {VSM, LDA, BM25, o d,:“cheap thrills DVDs
Results = ?? -} é
q 3 2 1 1 0 0
1 2 2 0 1 0 € sim(q,d,)=0.86
1 0 1 0 1 <+ sim(q,d;)=0.59
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