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Query Processing with 
Inverted Index
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Query processing: AND

• Consider processing the query:
Brutus AND Caesar

• Locate Brutus in the Dictionary;
• Retrieve its postings.

• Locate Caesar in the Dictionary;
• Retrieve its postings.

• “Merge” the two postings (intersect the document sets):

128
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Brutus

Caesar

Sec. 1.3



Si
m

p
le

 R
et

ri
ev

al
 S

ys
te

m

Common Interview Question

• https://www.geeksforgeeks.org/intersection-of-
two-sorted-linked-lists/

https://www.geeksforgeeks.org/intersection-of-two-sorted-linked-lists/
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The Merge

• Walk through the two postings simultaneously. Use 
two pointers.

• If the list lengths are m and n, the merge takes 

O(m + n) operations.

34

1282 4 8 16 32 64

1 2 3 5 8 13 21

Brutus

Caesar

Sec. 1.3

Note that the postings need to be sorted by document ID.
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The Big Picture

• Content Processing
• Build Term Document Matrix

• Build Inverted Index

• Query Handling
• Boolean AND

• Intersect the Posting Lists (called merging process)

d1:“IIIT Allahabad”

d2:“IIIT Delhi”
…

Large Collection

C
o

lle
ct

io
n

Retrieval 
System

Results = ??

Query = “IIIT Sri City”
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The Merge

• Walk through the two postings simultaneously. Use 
two pointers.

• If the list lengths are x and y, the merge takes 

O(x+y) operations.

34

1282 4 8 16 32 64

1 2 3 5 8 13 21

Brutus

Caesar

Sec. 1.3

Note that the postings need to be sorted by document ID.

Can we do better?

Inspired from multiple index idea of DBMS
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Skip List

• Skip lists are postings lists with skip pointers
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Skip Lists

• Advantages
• Achieves sublinear list intersection time which is better 

than O(m+n).

• Works better for static index. Updates are expensive.

• Useful for “AND” query.

• Disadvantages
• Needs space to store skip pointers.

• The effectiveness depends on where we place the skips.
• More skips ➔ Shorter skip interval (and more comparisons). 

• Less skips ➔ Less extra space consumed but more linear 
traversal (lesser comparison). We have a tradeoff.
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A Variant of Skip List

Multiple levels of skips

Lucene implements a similar multi-level skip list
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Skip Lists in Lucene



Answering Phrasal Queries

• Sometimes, we are looking for a phrase and not a 
word.

• Here, what if we do not want to match “IIIT Delhi” 
even if “IIIT” exists in “IIIT Delhi”?



One (bad) Approach

• Index all biwords
• Friends, Romans, Countrymen → Friends Romans, 

Romans Countrymen

• How do you match the query IIIT Sri City, Chittoor?
• “IIIT Sri” AND “Sri City” AND “City Chittoor” must exist.

• The Problem: “IIIT” AND “Sri City” AND “Chittoor” 
sounds like a much better query! 
• Natural Language Processing techniques can help in 

query formulation.



A Better Approach

• Store Positional Information

<term, number of docs containing term; 

doc1: position1, position2 … ; 

doc2: position1, position2 … ; 

etc.>



Extended Boolean Model with
Positional Index

“to” appears six times in doc 1 
at positions 7, 18, …. 

Which document is likely to contain “to be”?

“to” appears 993K times overall.

Doc 4 at positions (190, 191), (429,430) (433, 434)



Proximity Search

• IIIT /3 Chittoor
• /k means “within k words of”

• Merging postings is expensive
• Index well-known phrases such as “Taj Mahal”



Combination Schemes

• biword index and positional index ideas can be 
combined.

• Use biword index or common phrases (such as Taj 
Mahal).
• Avoids merging postings lists.

• Use positional index for other phrases (such as IIIT 
Chittoor).



Index Types



Forward Index



Inverted Index

Dictionary



Inverted Positional Index

• Query: “to1 be2 or3 not4 to5 be6” 
• TO, 993427:

• ‹ 1: ‹7, 18, 33, 72, 86, 231›;
• 2: ‹1, 17, 74, 222, 255›;
• 4: ‹8, 16, 190, 429, 433›;
• 5: ‹363, 367›;
• 7: ‹13, 23, 191›; . . . ›

• BE, 178239:
• ‹ 1: ‹17, 25›;
• 4: ‹17, 191, 291, 430, 434›;
• 5: ‹14, 19, 101›; . . . ›

• Document 4 is a match!



Inverted Positional Index
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Permuterm index

• For HELLO, we’ve stored: hello$, ello$h, 
llo$he, lo$hel, and o$hell



K-gram Index

• Enumerate all character k-grams (sequence of k
characters) occurring in a term
• Example: from “April is the cruelest month” we get the bigrams: $a 

ap pr ri il l$ $i is s$ $t th he e$ $c cr ru ue el le es st t$ $m mo on nt
h$

• $ is a special word boundary symbol, as before.

A partial snapshot of a sample 3-gram index 



Quiz

• How does the bi-gram inverted non-positional 
index look like?
• Assume: 

• Collection: d1: INDIA, d2: ASIA



Thank You


